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Quote from the Artificial Intelligence Act (21/04/2021)

"The measures referred to in paragraph 3 shall enable the individuals to
whom human oversight is assigned to do the following, as appropriate to
the circumstances:

1. fully understand the capacities and limitations of the high-risk Al
system [...] ;

2. remain aware of the possible tendency of automatically relying or
over-relying on the output produced by a high-risk Al system
(‘automation bias')[...] ;

3. be able to correctly interpret the high-risk Al system’s output,
taking into account in particular the characteristics of the
system and the interpretation tools and methods available;

4. be able to decide, in any particular situation, not to use the high-risk
Al system or otherwise disregard, override or reverse the output of
the high-risk Al system;

5. be able to intervene on the operation of the high-risk Al system or
interrupt the system through a “stop” button or a similar procedure."



A song of GSA & Fairness



What is GSA?

GSA 7 WE TTURN RUTTONS
AND  SEE WHAT HAPPENS = GSA = Global Sensitivity
WHEN WE DO - Analysis

= Quantification of the influence
of a variable in a set of input

variables X := (Xi,...,X,) on
the outcome of a black-box

algorithm f.

= In fact, we want to quantify
d(P(X;,f(X));PX,-Pf(X))v with d a
distance for distributions.
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Some GSA indices

[Csiszar divergences ]_@(IPX £/ Py Pf(X)HHSIC indices (Kernels)]

VVariance-based indices

EJramér-von-Mises]_[ Sobol’ HShapIey]




What are Sobol’ indices?

Sobol’ indices keywords: Hoeffding decomposition, functional ANOVA.
Assume Px = []7_; Px, and let f € L?(Px),E[f] = 0 (f centered),
FX)= > fa(Xa),
AEP(d)

where X4 := {X;,i € A} and the f4(Xa) := Y (—1)AI=IBIE[f(X)|X5]
are orthogonal.
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What are Sobol’ indices?

Sobol’ indices keywords: Hoeffding decomposition, functional ANOVA.
Assume Px = []7_; Px, and let f € L?(Px),E[f] = 0 (f centered),

Z fa(Xa),
AeP(d
where X4 := {X;,i € A} and the fA(XA) = Y (—1)A-IBIE[f(X)[X5]
are orthogonal.

Then we have:

Var f(X) = ) Varfa(Xa).
AeP(d)

After renormalization:

Sobol’ indices

—~

1= > S.(f)



Sobol’ indices, but simpler

In a nutshell: Sobol" indices = cos?(«).

.
E[f(X)|Xi]

Xi



What are Sobol’ indices?

Two definitions (we denote by
~ A= A%):

Influence of X Influence of X,

Su(f) = g ()

STx(f) =) Sx.(f) =1—Sx_,p)-
sOX;
Sx,(f) STx,(f) Sx,(f) (2)



Why Sobol’ indices fall short.

Main assumption of the Hoeffding decomposition: independent inputs
(not realistic).

Hence come the extended Sobol’ indices [2] to differentiate:

= joint effects (e.g. f(X1,X2) = X1 x X3) and

= intrinsic effect of an input variable with the others (e.g.
X1 = g(Xa,2) with € some source of randomness).

Notation: Sx,(f) is for independent inputs, otherwise we use Sobx,(f).



Some remarks on Sobol’-based indices

Sobol” indices
"Entanglement" between variables | Joined contributions
Soby 4 X
SobTy v 4
Sobjrd X X
SobTj" X 4

Table 1: Sobol’ indices: what is taken into account and what is not.

We proved a Central Limit Theorem for Monte Carlo estimates of these
quantities.



Welcome to the Fairness World

WE Do NOT USE GENDER

FoR OvR  AD ALGORITHIT N

How€v£/2, we DO NEED To  Knoy/
YOUR AN NATE | 1F You

Group Fairness framework: we add HAVE ONE ..
a sensitive feature S (gender, —

L FoR (oHPLETLY  UNRELATED
ethnicity, etc...). REASONS ..
We want S NOT to be influent on f

the outcome f(X, S).

Note: Fairness through unawereness,
i.e. "not looking at S" does not
work.

Note bis: S multidimensional:
notion of "intersectionality".
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Classical Fairness definitions

Fairness definition Binary formula
Statistical Parity P(f(X,S) =1|S=0) =P(f(X,S) =1|S =1).
Avoiding Disparate Treatment P(f(X,S) =1X=x,5=0) =P(f(X,S) =1 X =x,5=1).
Equality of odds P(f(X,S5)=1]Y =i,§=0)=P(f(X,5) =1|Y =i,5=1),i =0,1.
Avoiding Disparate Mistreatment P(f(X,S) # Y|S=1) =P(f(X,S) # Y|S =0).

Table 2: Common fairness definitions and associated GSA measures
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The link between GSA and Fairness

Theorem (B. & al., 2103.04613)
GSA measures define Fairness measures.

Fairness definition GSA measure associated
Statistical Parity Var(E[f(X, S)|S]) — Sobs(f(X,S))
Avoiding Disparate Treatment E[Var(f(X, S)|X)] — SobTs(f(X,S))
Equality of odds E[Var(E[f(X)|S, Y]|Y)] — CVM(£(X,S),S|Y)
Avoiding Disparate Mistreatment | Var(E[((f(X,S), Y)|S]) — Sobs(¢(f(X,S),Y))

Table 3: Common fairness definitions and associated GSA measures
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Only good things can come from this...

Consequences of this theoretical link:

= generalization of the fairness definitions to non-binary
variables (i.e. S € {0,1} -+ S € R),
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Only good things can come from this...

Consequences of this theoretical link:
= generalization of the fairness definitions to non-binary
variables (i.e. S € {0,1} -+ S € R),

= fairness with respect to the predictor vs the error of the
predictor (i.e GSA(f(X,S)) vs GSA(J(f(X,S), Y))),

= definition of perfect and approximate fairness
(i.e. GSA(f (X, S)) < &, € small).
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Metamodels & Audits




What are metamodels?

= Sometimes, f is not accessible or is too costly.

= We can use an approximation fof f.

= Question: if GSA; is an index defined earlier, how close is GSA,-(?)
to GSA;()?

= Previous works: [1], [4]...
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Result for Sobol’-based indices

We extend [4] to all the Sobol’-based indices defined earlier.

Table 4: Risk bounds for the various used GSA indices.

H GSA index ‘ Associated upper-bound H
=72
o T,
Extended Sobol’ indices Var()

Extended Cramér-von-Mises indices E|f-7 ,
=172
- E[|r—7],

Shapley indices 2 x Var()

Next step: asymptotic rates, more if possible.
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Metamodels & Audits

Translation in the Fairness world:
audits!



Translation in the Fairness world:

“IL'D UKE To BE CERTMFIED
AS ONE OF THE NICE FOLKS ...
OK, LET’S SEE WHAT
BUT 1 WILL NOT SHow fou Gor!
qou MY ALGORITHI . !

i )

Corporations may be reticent
about showing their algorithms
for audits.

Using GSA, we propose
techniques for auditing using
only metamodels.

Warning: beware of
"fair-washing"!
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GSA 2: UQ strikes back!




Uncertainties, uncertainties everywhere...

What if input distribution is not
certain? Most visual example:

Px = (pg(X)dX,e € 0.
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Uncertainties, uncertainties everywhere...

What if input distribution is not
certain? Most visual example:

Px = (pg(X)dX,e € 0.
What happens to the GSA indices?

Second level of uncertainty:
random distribution on 6.

GSA2x, 4,(f) = GSAy,(GSAx,(F)).

Note: Initial idea from [3].
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! you want a double loop or a single loop with this?"

data
xn

Pick a Importance| Compute Pick a Generate Compute
) sampling GSAAf) ) data_J p GSA(f)
l( X Ng 'I( XNy

Compute GSA#(GSA(f)) Compute GSA(GSA/(f))

Figure 1: Workflow GSA2 in single Figure 2: Workflow GSA2 in double
loop loop

Pick’n’Freeze or Chatterjee estimators are consistent.
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Fairness certification?

WE  CHECKED, 0uR

CHEESE -N-WINE WELL , wE ARE FROIT

ALGORITHA IS FAIR) AND WHAT DOPULATION | THE US SO ATERICANS Anp You wANT To SELL FRENCHS | DUH!
DD sou TRAN  WiTH? YoUR PRODVET TO vas

<

, |
5 9 B 9 |U 3

AT A A
Aﬁ% A 7y /& A 5/

Training and real-life distributions can be different. We aim at certifying
fairness against distributional changes.
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= Link between GSA and Group Fairness

= Behaviour of Sobol’-based indices under metamodel usage &
Fairness audits.

= Second-level GSA and hints for Fairness certification.
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Thanks for listening!

THAT'S ALL
FolLKS! "
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Annex:

Cramér-von-Mises or '""Sobol’ indices on steroids"'

E[f(X)]X]

Xi

Some unusual definition of
Cramér-von-Mises indices:

CvMx.(f) :=

Var(]lf( )<t)
Sobx.(1
/ © X (. fVar ]lf )<t)d
3)
Note: Shapley indices are also
related to Sobol’ indices.
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Annex:Proof in one picture

cos(2ar)  cos(2a + 26)
2 2

; cos®(a)—cos?(a+8) =

cos(f — ) — cos(6 + ¢)
2

sin(0) sin(p) =

b
Ef0IX] E[f(X)X] X
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Annex:Proof in one picture

cos(2ar)  cos(2a + 26)
2 2

cos®(a)—cos?(a+8) =

cos(f — ) — cos(6 + ¢)

sin(0) sin(p) = 5

b
Ef0IX] E[fx)IX] X

| cos?(a) — cos?(a + 8)| = sin(2a 4 &) sin(4)
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