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Abstract:

We consider an input space over which is defined a field of multidimensional random output variables.
The specificity we introduce is that outputs may be defined and observed not only for points of the input
space but also for some regions of this same input space: for instance, imagine that some sociological
variables (salaries, expenses, etc.) are available for different geographical areas: cities, regions, countries,
etc. In this context, we refer to granular data and grains for these areas of the input space. For such
data, one is interested in defining a suitable data model that is able to predict output variables for given
inputs, be it points or grains. The underlying assumption in this work is that there is some form of
dependence between outputs based on the relative positions of the associated inputs.

A possible application of this model is in the field of geographic information to handle data that is released
in open format by institutions. Say for instance that a government releases the distribution of inhabitants
salaries at municipality level. A private company may try to use this data to estimate the distribution
of salaries at a smaller scale, say for a district in a city. This company may be willing to include in its
model both this institutional data and some known salaries at specific locations of the territory.

To handle this problem, we expose here a general Kriging approach that generalizes the
usual Simple or Ordinary (Co)Kriging techniques.

Different ways to predict using areal data have been proposed and a review of methods has been published
by Gotway and Young [2]. This review shows a constant approach: the observed output over an areal
unit is an average of random variables, so that aggregation means averaging values. In meteorological
studies, change of support problems have been studied for time series [1] with a fully Bayesian approach.
Mathematically, a milestone has been set by Kyriakidis [3] with a complete Kriging model including area-
to-point and sketching area-to-area prediction. This work has been cited a large number of times. The
main identified problem of these approaches is the variance shrinkage of the average compared to the initial
random variable. Even if averaging has turned out to be useful for suitable data such as satellite imaging
([4]), it is usually considered as a source of concerns [2]. Another issue is that covariance between blocks
has been commonly computed by reducing a block to its centroid, this distorts the covariance especially
when blocks are close to each other. Those approaches have also in common the fact that they consider
"block” (areas) and points as intrinsically different objects. Moreover blocks are considered as connected
surface areas in R? that have to be ”discretized”.

We propose an approach that does not make distinction between points and grains in observations and
prediction. It also that makes no difference between grains containing continuous or discrete sets of
points. The originality of this paper is that it considers mixture random variables rather
than averaged random variables over areas. We define a simple and general framework where
points lie in a territory y C R? and grains are any non-empty subsets of x. A vector of output
variables Y (2) = (Y1(%), ..., Ya(z)) T is defined for any point = of y. Output variables Y(g) on a grain g



are defined to be the output variables at a random location X, of g (mixture distribution). Moreover,
we assume that for any point = in x and any 4 in [1,d], p;(z) := E[Y;(z)] is known and for any 2 points
of x, any 4, j in [1,d], we also know k; ;(z,z’) := Cov [V;(x), Y;(z')].

With this framework, we have:

kij(9,9') := Cov [Yi(g),Y;(g")] = E [k ;(Xg, Xg)] + Cov [1i(Xg), p1; (X)) (1)

and we can prove that the variance of a grain is always greater than the variance we would obtain
replacing the mixture at grain level by an average. In this framework, there is no more distorsion when
grains are close to each other or even overlapping since no approximation is made.

We prove that given a set of observations on grains, the best linear unbiased predictor of the output on
a new grain is the Kriging predictor. If grains are singletons then we retrieve the usual Simple Kriging
and Ordinary Kriging predictors so that Mixture Kriging can be seen as a generalization of usual Kriging
interpolation. Mixtures of gaussian random variables are not gaussian so that gaussian interpretation
of Kriging is lost. And Mixture Kriging in not interpolating. If grains are not singletons then repeated
observations are supported.
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Figure 1: We consider a gaussian random field. Assume that Y (x) is observed with a noise on « ”round to
the nearest integer”. We modelize this noise saying that we observe Y on grains of length 1. For instance
the first 2 red lines on the left show 2 observation of the grain [0.5,1.5[. We have 6 observations from
which we learn lengthscale and amplitude. After optimizing RMSE, noise is controlled and variations of
predictions are ample.
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