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Abstract:

Given an expensive-to-compute black-box function, we aim at finding the subset of points that leads to
values of the function having prescribed properties.

In this communication, we focus on a particular robust formulation of this inversion problem that we
call “Reliability-Based Inversion” (RBI), in which the function of interest has both deterministic and
uncertain inputs. In this formulation, the objective is to retrieve the set of deterministic inputs such that
the probability that the outputs exceed a given level is greater than a threshold.

More precisely, given a level ¢ € R and a threshold « €]0, 1], the object of interest in the RBI problem is
the set

D(f)={z X : P(f(z,5) = q) = a}

where f is a black-box function, X is a design space, S is a random vector with known probability
distribution Pg.
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Figure 1: Excursion set of a function f over g (left) and associated set of interest (right).

When every call to the function is expensive—for example in the case of finite elements based simulations—
the objective is to reach a good approximation of the set of interest given a small number of evaluations.
The choice of the points of evaluation must then be conducted carefully.

To address this problem, we propose a sequential Bayesian strategy based on the Stepwise Uncertainty
Reduction (SUR) framework. SUR strategies are Bayesian methods for selecting the evaluation points



by minimizing the expected future uncertainty about the quantity of interest, measured by a particular
metric. Such strategies have been used with success in a diverse range of problems: function fitting,
optimization [4, 5], and more standard inversion problems [2, 1].

In this work, we postulate a Gaussian process prior £ on the considered numerical simulator. The
SUR strategy then aims at selecting the future points of evaluation by minimizing a criterion based on
a “variance-like” uncertainty measure on the random set I'(§). We illustrate the performance of our
method by applying it to several test functions. Those numerical experiments show that the developed
strategy generally outperforms methods focusing on the excursion set in the joint space of design and
uncertainties [2, 3] and never lags behind.

Joint work with J. Bect and E. Vazquez.
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