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Abstract: Let us consider a black-box function ϕ : X → R. Its input X is a continuous random
vector, defined on the domain X ⊆ Rd, drawn according to a given probability density function (PDF)
fX. Its output Y is a random variable such that Y = ϕ(X). An example of application is a finite
element analysis with random geometrical or material parameters and whose output would be a stress
level, a displacement or any other quantity of interest (QoI). One could be interested in assessing a
given expectation of a particular function τ of Y such as a mean or a probability of failure. The actual
expectation EfX can be estimated by Monte Carlo Simulation (MCS):

EfX [τ (ϕ(X))] =
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In an industrial context, the knowledge of the input probability distribution would often be restricted
to a ND-sample, with ND assumed to be small. This database D̃ :=

(
D(1), ...,D(ND)

)
is defined on

the domain D ⊆ Rd×ND and gathers ND random vectors D(i) that are independent and identically
distributed (i.i.d.) from a true, but unknown, PDF fX. Realizations of D(i) are assumed to be obtained
from expensive experimental tests. Thus, the expectation in equation (1) can be expressed as follows:

Ef̂X|D̃
[τ (ϕ(X))] =

∫
X
τ (ϕ (x)) f̂X|D̃(x)dx, (3)

where X(j) i.i.d.∼ f̂X|D̃ and f̂X|D̃ is the joint PDF estimate of the true PDF fX. The estimator in equation

(2) is then subject to two epistemic uncertainty sources. The first one comes from the identification of
the joint PDF whereas the second one comes from the MCS sample. The originality of the proposed
approach is to take into consideration both of these statistical sources of uncertainty. Nonetheless, the
difficulty lies in their dependence.

The main objective here is to assess the variance of the given estimator with respect to those two sources
of uncertainty. This variance can be reduced by increasing the data and MCS sample sizes, respectively
ND and NX, i.e. by performing new mechanical tests and running new simulations. Experimental tests
and black-box evaluations however have a non-negligible cost for complex industrial applications. Hence,
it is desirable to determine how the budget should be allocated: is it better to add new tests or new
simulations ?

The proposed work focuses on the test-simulation trade-off, succeeding G. Sarazin’s work [1]. The novelty
is to tackle this issue by means of a sensitivity analysis in order to determine the contribution of each
uncertainty source in the variance of the QoI. A Bootstrap resampling method is here used to generate



new databases, which serve in turns to estimate several PDFs f̂X|D̃. This allows us to deal with the

statistical uncertainty whilst estimating the PDF fX. Sobol’ indices [2] are then computed and a Pick-
Freeze approach [3] is used in order to reduce the computational burden. The relevance of the method is
illustrated on academic examples.
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