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Abstract:

In the field of microbiology for the food industry, quantitative risk assessment (QRA) is the scientific
discipline that analyzes the links between the practices of producers and consumers and the contamination
risk for food-borne diseases. In the context of the ArtiSaneFood project (see Biography), we concentrate
our analysis on the work by [2], where the authors propose a stochastic quantitative microbial risk
assessment model to assess the risk of Haemolytic Uremic Syndrome (HUS) associated with the five
Main Pathogenic Stereotypes of Shiga-toxin producing Escherichia coli (MPS-STEC) in raw-milk soft
cheeses. This model is implemented as a stochastic simulator in R that simulates several batches to
produce one estimate of the overall risk. The simulator is computationally expensive. In order to
control and optimize the risk along with other outputs of the simulator, we thus propose to use Bayesian
optimization algorithms. These optimization techniques are useful when the objective functions are
expensive to evaluate and their gradients with respect to the design variables are either unknown or
expensive as well. These algorithms rely on Bayesian approaches to obtain predictions of the objective
functions. Most of the time, they consists of Gaussian process (GP) interpolation or regression. Taking
into consideration the stochastic nature of the simulator and the multi-objective framework, for the
estimation of Pareto-optimal solutions, we propose to use an extension of the Pareto Active Learning
(PAL) algorithm, originally proposed by [4] and later extended for the stochastic setting (PALS) by [1].

The stochastic simulator comprises several hierarchical levels that represent each step in the farm-to-fork
continuum. At the batch level, the simulator is composed of the following modules: a farm module
followed by a preharvest module (a.k.a. milk sorting module), a cheese production module, a consumer
module and a postharvest module (a.k.a. sampling module). Given the inputs of the modules, one
particular simulated batch replicates the production process of a single batch of cheese with milk coming
from a given set of farms with specific hygiene standards, corresponding to input parameters. The milk
is tested for possible rejection in the preharvest milk sorting stage and then processed through the cheese
module, which models the evolution of the bacteria during different stages of cheese production, namely
storage, molding, draining, salting and ripening. The first three stages correspond to the growth phase
where the simulator makes use of ordinary differential equations to model the growth of the bacteria and
during the last two stages there is a decline in the concentration.

The risk corresponding to a batch is assessed using a dose-response model which takes into account the
consumption behavior of people from different age groups. In the postharvest step the produced batch
of cheese is inspected for STEC contamination, by testing small portions of cheese. Several batches are
simulated to obtain estimates of the expected value RHUS of the risk and the expected proportion of
rejected (destroyed) batches P reject. As a first sub-problem the idea is to minimize these outputs with
respect to design variables of the postharvest step, namely the number of test samples (nsample) and the
mass of the samples (msample).

We consider the problem of multi-objective simulation optimization with two objective functions taking
values in [0, 1] with two design variables defined on a search domain X ⊂ R2. In such a framework,



the goal is to identify the optimal solutions that represent the best possible trade-offs among the two
objectives, defined using the Pareto domination rule (≺). For the objective functions f1 and f2, the
Pareto set containing all such optimal solutions is given by P = {x ∈ X : @x1 ∈ X, f(x1) ≺ f(x)}, where
f = (f1, f2), with at least one inequality being strict. In the stochastic setting, instead of observing the
objectives fi themselves, we observe evaluations Zi = fi + εi, with homoscedastic noise εi. The first step
is to model each objective using an independent Gaussian process [3] prior ξi that makes it possible to
easily obtain the posterior distributions of the models conditional on the observations Zi. The next step
is to obtain a good approximation P̂n of P, using a sequence Xn = {X1, X2, . . . , Xn} of evaluation points
and the posterior distributions of the Gaussian processes ξi updated with each iteration. The PALS
algorithm does this by classifying the points of the input set X into three sets at iteration n: a set Pn ⊂ X
of points that are deemed Pareto-optimal, a set Nn ⊂ X of points that are rejected as Pareto-optimal,
and a set Un ⊂ X \ (Pn ∪Nn) of points that are still “uncertain”. This is done by associating with each
point x ∈ X a region Rn(x) ⊂ R2

+ in the objective space, which quantifies the associated uncertainty
based on the posterior distribution of ξi conditioned with respect to observations until that particular
iteration. For a particular evaluation point x ∈ X, the region Rn(x) is constructed as a hyper-rectangle
{z ∈ R2

+ : µn(x)−β1/2σn(x) ≺ z ≺ µn(x)+β1/2σn(x)} with the vector of posterior mean µn(x), posterior
variance σ2

n(x) of the Gaussian process prior ξi and a scaling parameter β. Each point x is then classified
in Pn, Un or Nn by comparing the position of the regions to each other according to the Pareto rule.
Finally given the budget constraint on total number of evaluations, the algorithm selects a new evaluation
point Xn+1 from Un ∪ Pn by maximizing the uncertainty, that is measured with respect to the diameter
of Rn(x).

The PALS algorithm as proposed by [1] is easy to implement and inexpensive compared to other Bayesian
optimization algorithms that are based on computationally-intensive criteria. This work presents the
application of the PALS algorithm to our particular stochastic multi-objective simulator.

Joint work with J. Bect, L. Guillier, F. Tenenhaus-Aziza and E. Vazquez.
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