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Abstract: The European Commission has recently published drafts for a new wave of laws concerning
AI systems – namely the White Paper on Artificial Intelligence [1] and the Artificial Intelligence Act [2].
In these documents, lawmakers put emphasis on the need to “correctly interpret the [...] AI system’s
output, taking into account the characteristics of the system and the interpretation tools”, by using
“preliminary defined metrics and probabilistic thresholds”. These provisions, outlined for interpretable
and fair AIs echo classical sentences and expressions found in the Uncertainty Quantification (UQ)
literature. In fact, Global Sensitivity Analysis (GSA) tools were first developed, and are still used, as a
means for interpretability; and it has been shown that these techniques can be used for the quantification
of Fairness, especially Group Fairness [3, 5].

In this presentation, we begin by presenting new results explicited below in the GSA framework. We
build upon the link mentioned above to translate them in a Fairness framework. This allows us to show
how developments proposed by the UQ community can have direct fallouts in lawmaking.

We expend here on two recent and impactful methods of interest.

• Surrogate models or meta-models – denoted by f̂ – recently gained traction as a means to obtain a
low-resource approximation of expensive computer codes – denoted by f – so as to obtain critical
information and to infer characteristics of a system. GSA indices are usually computed to know
which variables are the main drivers behind the computer code output. It is therefore necessary to
know if the indices of the surrogate model are close to the indices of the true model. We extend
a partial result proposed for the special case of Sobol’ indices with independent inputs [9]. We
provide upper bounds and rates of convergence on the error for various extensions of Sobol’ indices
– namely Extended Sobol’ indices, Extended Cramér-von-Mises indices and Shapley indices – in
a framework where inputs are no longer independent. The bounds we obtain are driven by the
classical quadratic risk ||f − f̂ ||2. For instance, for Extended Sobol’ indices, we have

|GSA(f)−GSA(f̂)| ≤ ||f − f̂ ||2
Var(f)

, (1)

when we denote by GSA(ϕ) one of the Extended Sobol’ index computed for a given algorithm ϕ.
Because of this fact, classical literature on non-parametric regression yields rates of convergence for
data-driven metamodels minimizing an empirical loss.

In a Fairness framework, these results quantify how fair an algorithm is, even if access is impossible
in itself, by only using an approximation or surrogate model. These techniques enable lawmakers
for instance to audit industrial algorithms.

• A classical assumption of GSA is that the inputs’ distribution is perfectly known – that is X =
(X1, · · · , Xp) ∼ PX with PX fixed. If we remove this assumption, another level of uncertainty
arises, as distributional change can modify the assumed influence of an output. This can happen
for instance if we change the underlying distribution of our data. As often in UQ, solutions for



this issue can be found on a local level [7], or a global level [8]. The latter is called “Second-Level
GSA”. In Second-Level GSA, for instance, we want to assess how much the allocated influnce
of Xi on the output f(X) is subject to distributional changes of PX, along a range of possible
distributions. When working in a parametric setting – that is when Xi is distributed according to
a law Pθi , θi ∈ Θi – we obtain this information by computing quantities of the form

GSAθi(GSAXi
(f)). (2)

We provide two different estimators for these quantities, one based on the now-classical Pick’n’Freeze
method and the other on the Chatterjee correlation estimator [4, 6], when the GSA index is Sobol’.
Converting this idea in a Fairness framework, these indices tell if an algorithm remains fair after
distributional changes in the data, for instance when applied to a different population.
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