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Abstract: The use of ”physics-informed” Gaussian process regression (GPR) models has become more
and more popular since their introduction in the early 2000’. An important part of these models are
designed to deal with homogeneous linear partial differential equations (PDEs)

L(u) := Z a0 (2)0% =0 (1)

la|<n

Above, u is the unknown function to be approximated, defined over an open set D C R%, and L is a
linear partial differential operator. In (1), for a multi-index a = (a, ..., aq)” € N¢, we used the notations
la] = a1 + ... + ag and 9% = (0, )**...(0z,)*?. Starting from (1), one models u as a sample path of a
Gaussian process (GP) U = (U(x))zep ~ GP(0,k,) and draws the consequences of (1) on the covariance
structure of U. For general linear operators, the converse is expected to hold : enforcing the linear
constraints on the sample paths of U can be done by enforcing the linear constraints on the functions
ky(z,-). Under the assumptions that U is a GP with n times differentiable sample paths, [1] proves this
property for some classes of differential operators.

In the standard PDE approach though, equation (1) is reinterpreted by weakening the definition of the
derivatives of u, thereby weakening the required regularity assumptions over u. It can indeed happen
in practice, such as with hyperbolic PDEs, that the sought solutions of the PDE L(u) = 0 are not n
times differentiable; they are only solutions of some weakened formulation of equation (1). We focus here
on the distributional formulation of the PDE (1), where the regularity assumptions over u are relaxed
to the maximum. Consider equation (1), multiply it by a compactly supported, smooth test function
¢ € C2°(D) and integrate over D. For each integral term [, ¢(z)aq (2)0%u(x)dz, perform |a| successive
integrations by parts to transfer the derivatives from u to ¢. Since p € C°(D), we have that

Vo € C(D), /D (@) 3 (—1)110° (aup)(@)dz = 0 ()
la|<n

One only requires that u € L, (D), i.e. [j |u(z)|dz < +oo for all compact set K C D, to make sense

of equation (2). We then say that u € L}, (D) is a solution to L(u) = 0 in the distributional sense if u

loc
verifies (2). Under the weak assumptions that U is a measurable centered second order random field and

that o : & — /ky(z,2) € L}, (D), we are able to show that [2]

P(L(U) = 0 in the distrib. sense) =1 <= Vx € D, L(k,(z,-)) = 0 in the distrib. sense (3)

This extends results from [1], and comes in handy for understanding GP models for PDEs. As a prototype
for hyperbolic PDEs, we examine the following wave equation in R3. Note A = 82, + 3§y + 02,

1 *
(gaft - A)u =0 ¥(z,t) € R® x R}, (4)
u(z,0) = ug(z) and (dpu)(x,0) = vo(x) Vo € R3 (5)
Its distributional solution u is represented as

u(z,t) = (Fy % vo)(x) + (Fy % ug)(x) V(z,t) € R®* x Ry (6)



Above, F, is a multiple of the Lebesgue measure over the sphere of radius ¢t and F, is its time derivative;
it is only a generalized function in the sense of L. Schwartz. Equation (6) can be expressed explicitly
thanks to convolutions over the unit sphere S(0, 1) involving vy, ug and Vuyg ; this is the Kirschoff formula.
From there, one can see that when ug and vy are not smooth enough (e.g. no more than vy € C°(R?) or
up € CH(R?)), u is not of class C? and u does not verify the PDE (4) pointwise.

Suppose now that ug and vy are sample paths of two centered independent GPs Uy ~ GP(0,k%) and
Vo ~ GP(0,kY%). We have shown in ([2]) that u in equation (6) is a sample path of a centered GP
U ~ GP(0,k,), whose covariance kernel can be expressed in a compact way with tensor products and
convolutions:

ku((2,1), (2, 1) = [(F, ® Fy) x k) (@, 2') + [(F} ® Fy) * ko) (x,2) (7)

An explicit spherical convolution expression can also be derived for (7). One is then able to show that
the right-hand side of (3) is verified for &, and thus the sample paths of U verify the wave equation in
the sense of distributions, though not pointwise in general. The kernel (7) can then be used for GPR on
pointwise observations of a solution u of (4). In particular, evaluating the corresponding Kriging mean
mg (z,t) or its time-derivative at ¢ = 0 provides a reconstruction of ug and/or vo. We show in Figure 1 an
example of such a reconstruction (described in [2]). Given vy, we numerically simulate the corresponding
solution u on the domain [0,1]®. Having scattered 25 artificial sensors in [0, 1]®, we obtain a database
comprised of 25 time series, one for each captor, on which we perform Kriging with (7). The images in
Figure 1 correspond to the 3D functions vo(z) and mg (z,0) evaluated on a slice z = C'st.
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Figure 1: Reconstruction of an initial speed vy using kernel (7)
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