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Abstract:

We focus on multi-fidelity hierarchical computer codes, which are codes modelling the same phenomenon,
but which can be hierarchically sorted according to their accuracy and numerical cost. To improve the
high-fidelity surrogate model prediction we want using information from low-fidelity data. Standard
techniques for surrogate modelling have been extended to multi-fidelity framework via co-kriging models.
Some numerical codes may, however, have high-dimension outputs, such as time series, and this is the
topic of this talk.

We have first proposed a method that deals with dimension reduction and time-dependent kernel in
co-kriging [2]. The code output is expanded onto a basis built from the experimental design. The
first coefficients of the expansion of the code output are processed by a co-kriging approach. The last
coefficients are collectively processed by a kriging approach with covariance tensorization. The prediction
uncertainty is fully taken into account with this method. This method is more efficient than simple
dimension reduction on an example set.

Second we have developed our own regression method using Gaussian processes and Bayesian neural
networks. Indeed, methods based on neural networks have proven to be effective even in the context of
small amounts of data [3]. However, the goal is to have a quantification of prediction uncertainty. We
have therefore proposed an approach combining Bayesian neural networks (BNN) and Gaussian processes,
called GP-BNN method. The Gaussian process emulates the low-fidelity code. The BNN emulates the
high-fidelity code with inputs from the code and the low-fidelity Gaussian process. We have investigated
several methods to transfer the output information of the low-fidelity surrogate model to the high-fidelity
BNN emulator. It turns out that the best method is based on a quasi Monte Carlo sample. The method
is found to be effective for non-linear interactions between codes, and reproduces the results of the AR(1)
auto-regressive method [1] for the linear case.

Finally, we have constructed a method based on wavelet decomposition and Gaussian process regression.
We use the correlation properties of the wavelet coefficients under prior assumptions about the output
regularity. We have to deal with a large number of points in the space of wavelet coefficients. We condition
the Gaussian process in the wavelet space only to those points whose realisations are significantly Larger
from the prior. We use the AR(1) model with a Gaussian process in a multi-scale space for multi-
fidelity. An advantage of this method is that it is adaptable to several types of high-dimensional outputs.
Moreover, wavelets are suitable for dimension reduction in many applications, which is our goal here.
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